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ABSTRACT
Infrastructure as a Service (IaaS) cloud has been attracting more
and more customers as it provides the highest level of flexibility
by offering configurable virtual machines (VMs) and computing
infrastructures. Public VM images are usually available for cus-
tomers to customize and launch. However, the 1 to N mapping
between VM images and running instances in IaaS makes vulner-
abilities propagate rapidly across the entire public cloud. Besides,
IaaS cloud naturally comes with a larger and more stable attack
surface and more concentrated target resources than traditional sur-
roundings. In this paper, we first identify the threat of exploiting
prevalent vulnerabilities 1 over public IaaS cloud with an empirical
study in Amazon EC2. We find that attackers can compromise a
considerable number of VMs with trivial cost. We then do a qual-
itative cost-effectiveness analysis of this threat. Our main result is
a two-fold observation: in IaaS cloud, exploiting prevalent vulner-
abilities is much more cost-effective than traditional in-house com-
puting environment, therefore attackers have stronger incentive;
Fortunately, on the other hand, cloud defenders (cloud providers
and customers) also have much lower cost-loss ratio than in tra-
ditional environment, therefore they can be more effective for de-
fending attacks. We then build a game-theoretic model and conduct
a risk-gain analysis to compare exploiting and patching strategies
under cloud and traditional computing environments. Our model-
ing indicates that under cloud environment, both attack and defense
become less cost-effective as time goes by, and the earlier actioner
can be more rewarding. We propose countermeasures against such
threat in order to bridge the gap between current security situa-
tion and defending mechanisms. To our best knowledge, we are
the first to analyze and model the threat with prevalent known-
vulnerabilities in public cloud.

1in our experiments, we treat vulnerabilities with 30% or higher
prevalence as prevalent vulnerabilities

http://dx.doi.org/10.1145/2590296.2590300.
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1. INTRODUCTION
Public cloud delivers computing resources with service-oriented,

multi-tenant, and pay-as-you-go manner. According to the forms
of offered resources, cloud computing can be Software as a Ser-
vice (SaaS) such as Google Apps which provide individual appli-
cations to cloud customers (or users), Platform as a Service (PaaS)
such as Microsoft Azure which offers a platform with a set of
pre-configured software and programming environment, and In-
frastructure as a Service (IaaS) such as Amazon Web Services (AWS)
which allows users to run a number of virtual machines (VMs). In
general, users in IaaS have the highest level of flexibility, e.g., to
deploy their own infrastructures, systems, and applications accord-
ing to their business requirements, by completely controlling and
customizing their VMs. At the same time, IaaS users have more
responsibility to secure their infrastructures and systems [1, 2].

Problem: In this paper, we do a comprehensive analysis on threats
from VM images used in public cloud, based on an empirical study
of known vulnerabilities in Amazon Machine Images (AMIs), which
are VM images running on AWS Elastic Compute Cloud (EC2).
Typically in an IaaS cloud, users can choose either private im-
ages (uploaded or customized by themselves) or public images (up-
loaded by others) to run their VMs. The public images could be
uploaded by various types of publishers, including IT companies,
open-source communities, and individuals. AWS is currently lead-
ing the market among IaaS providers. There are more than 6,000
public images published on EC2.

Security issues of public images in AWS have been reported in
previous research work [1, 3]. Bugiel et al. [3] scanned a number
of public images and found out that image publishers may leave
unwanted information (e.g. passwords, keys, and other credentials)
in their images and form backdoors in the cloud. They proposed
several operational solutions to these issues. Balduzzi et al. [1] did
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a similar but more comprehensive experiments on EC2 by scan-
ning a larger number of images and identified more security issues
including software vulnerabilities. However, these work do not
provide any further analysis and modeling of attack and defense
in cloud environment, which have very different cost-effectiveness
properties compared with traditional computing environment ac-
cording to our study in this paper. Although risk assessment ap-
proaches [4, 5, 6, 7, 8, 9, 10, 11] have been largely applied over
traditional network surroundings, both Grobauer et al. [12] and
Shrobe [13] have pointed out that prevalent vulnerabilities should
be considered as a cloud-specific threat, under the homogeneous
system environments in public cloud. However, they do not sys-
tematically analyze the impact of exploiting prevalent vulnerabili-
ties in the cloud.

Even though security bulletins have been setup by Amazon to
notify users about vulnerability information, previous experience
has told us that significant effort is needed to bridge the gap be-
tween the provided service and current security situation. Specifi-
cally, we find that Amazon security bulletin usually releases critical
vulnerability information more than two weeks later than original
release date, e.g., by software vendors or community (cf. Sec-
tion 2 for our study result). The exploit window could be even
longer since there is no guarantee that every cloud user will and
will be able to apply the update with the release, even though he
is notified. Also, a cloud provider may not be able to identify all
known vulnerabilities on its platform. For known vulnerabilities,
this attack window is way longer than it should be [14]. Besides,
the prevalence of individual vulnerabilities has not been considered
when publishing security bulletins. For example, Amazon only use
CVSS score [15] to indicate the severity of vulnerabilities, which
is indicative for individual vulnerabilities on traditional in-house
servers. However, threat from the prevalence of individual vulner-
abilities should be re-evaluated under cloud environment. A preva-
lent image with known vulnerabilities can be instantiated by a large
number of users in cloud, therefore it may generate large number of
security holes for attackers. Attackers can do penetration test over
public images, from where they can identify prevalent known vul-
nerabilities of running VMs and launch the same attack repeatedly
to different instances. If the prevalent vulnerabilities indeed spread
over the cloud, the attacker obtains an ideal cost-effective vehicle
by exploiting the vulnerabilities to a large number of VMs. There-
fore, with the new computing model of public cloud, it is easier for
attackers to launch attacks through prevalent vulnerabilities.

On the other side, cloud also provides an ideal venue to deploy
defense mechanisms in large-scale. For example, with the homoge-
neous cloud environment, automatic patching becomes more effi-
cient than in traditional in-house environment. A number of patch-
ing frameworks have been proposed towards known security holes
in cloud [16, 17]. However, there is no empirical study and analysis
on the cost and gain effectiveness of defending in cloud.

Contributions: Consider these two aspects, we believe that public
IaaS cloud introduces a completely new venue to consider attack
and defense strategies, to maximum each side’s benefit with mini-
mum costs. For the first in this line of research, we empirically ana-
lyze the cost and effectiveness for exploiting known vulnerabilities
under two different environments (traditional in-house and public
IaaS cloud). We take AWS in our study since we can find more
publicly available information than other IaaS providers. We first
identify with real data analysis that prevalent known vulnerabilities
are very common in AWS AMIs, and demonstrate with real pene-
trations test that attack with these vulnerabilities is very trivial by
malicious cloud users. We then statically analyze that both attack
and patch are more cost-effective in cloud than under traditional

environment. By statically we mean our analysis is over one time
spot. To further investigate the relationship and strategy of attack-
ers and defenders in cloud environment, we map these scenarios
into a two-player game theoretic model. Our model indicates that
the current security of public cloud needs significant improvement.
We then construct risk-gain analysis to simulate the evolution of
the cost-effectiveness from defenders and attackers under differ-
ent circumstances. Our results show that cloud defender should
be more responsive and proactive when hardening cloud platform
as the attack surface increases dramatically compared to traditional
computing environment. Moreover, our model illustrates that both
attack and defense are more time-sensitive in cloud as they become
less cost-effective as time goes by. We then propose countermea-
sures according to the evaluation results. Figure 1 summarizes our
contributions in this paper.
Roadmap: Section 2 states our approach and finds of identifying
security vulnerabilities and threats from prevalent vulnerabilities
in AWS. We conduct cost-effectiveness analysis for both attackers
and defenders in Section 3. We construct a game theoretical model
and a risk-gain analysis in Section 4. In Section 5 we provide coun-
termeasures based on the results of our model. We discuss several
limitations of our modeling in Section 6. We present related work
in Section 7 and conclude this paper in Section 8.

2. EMPIRICAL STUDY: METHODOLOGY
AND FINDS

2.1 Background
Amazon EC2 We do our experiments on public images over Ama-
zon EC2. As a leading IaaS cloud provider, Amazon EC2 provides
a platform by allowing different principals sharing their images
publicly. Open source organizations like BitNami 2 and Ubuntu, IT
companies such as Oracle and Amazon itself, and arbitrary number
of individual contributors have published over 6,000 public images.
Like potential attackers, we do penetration test over these images
by launching corresponding VMs in order to analyze the weakness
of running instances in the cloud.
Nessus Vulnerability Scanner Nessus 3 is a commercial vulner-
ability scanner developed from an open source product. It checks
against configuration settings of a host and outputs a detailed report
including security vulnerabilities, warnings, and system informa-
tion, which can be from 50 to hundreds of pages. Therefore it is
usually difficult for cloud administrators and users to read reports
one by one in order to understand all security details in the cloud.
National Vulnerability Database (NVD) NVD 4 is an open database
maintained by National Institute of Standards and Technology (NIST),
which is regarded as one of the most comprehensive open vulner-
ability databases. Each entry in NVD is indexed by a Common
Vulnerability Exposure(CVE), which is associated severity base
score with a set of characteristics for that vulnerability. The base
score is called “Common Vulnerability Scoring System (CVSS)
base score” ranging from 0 to 10. The score indicates the overall
severity of the vulnerability (the higher the worse).

2.2 Methodology
Penetration test over public images is a straightforward approach

to identify prevalent vulnerabilities. Figure 2 illustrates our overall
methodology. When scanning available public images on Amazon
2http://bitnami.org/
3http://www.tenable.com/products/nessus
4http://nvd.nist.gov/
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Empirical study: vulnerability scanning and
penetration test with public AMIs in EC2.

Identify
−−−−−−−−−→

Prevalent known vulnerabilities are common in AMIs.
Real exploits are viable : e.g., more than half
(11 out of 20) of tested hosts can be “killed” by
one prevalent vulnerability (CVE-2011-3192).

Incent←−−−−−−−−
Statically analyzing the cost-effectiveness over the threat.
The results indicate both attack and patch are more
cost-effective in IaaS cloud than under traditional environment.

Induce−−−−−−−−→
Tactical game modeling and risk-gain
analysis between attackers and defenders.

Reveal←−−−−−−−−
Both attack and defense become less cost-effective as time goes
by. Each side has strong incentive to act as early as possible

Infer
−−−−−−−→

Countermeasures against such threats with reduced
expected cost: increase defender’s responsiveness and
activeness while protecting cloud platform.

Figure 1: Contribution map of this paper.

Figure 2: Methodology of our empirical study.

EC2, we first select a number of representative images to investi-
gate, then launch one instance for each selected image. We then
adopt a dedicated scanning server to transfer Nessus vulnerability
scanner to each instance, and start scanning by running our script
on each target instance 5. After the scanning is complete, our script
transfers all scanning reports to the scanning server. We retrieve the
characteristics of each vulnerability by looking it up at the NVD.
Based on the distribution of vulnerabilities and their characteristics,
we obtain a single vulnerability report of all launched instances.

We launch and scan 80 public images in EC2. The selection of
these images is based on the distribution of the operating system
(OS) types and versions of public AMIs, with the assumption of
the similar distribution of launched VM instances in the cloud.

2.3 What We Find
A considerable amount of prevalent vulnerabilities exist in AMIs.
Similarly to what other researchers have found [3, 1], our scanning
reveals a large number of vulnerabilities existing in public AMIs.
Besides, we have identified several prevalent ones among all of

5Thanks for Amazon’s approval for our scanning and penetration
tests

these detected vulnerabilities. Table 1 lists the top prevalent vul-
nerabilities from our scanning. The prevalence indicates the prob-
ability of the vulnerability’s existence among all images we have
scanned. We find out that most (8 out 9) of them are critical vulner-
abilities (with a CVSS score 7-10) by NVD standard, most (8 out
of 9) of them can be accessed remotely, most (8 out 9) of them can
be easily accessed, and most of them (7 out of 9) can be utilized by
attackers to crush corresponding applications completely.

Attackers can identify prevalent vulnerabilities without scan-
ning individual VM instances. Amazon EC2 allows users to se-
lect public images based on platforms (OS types, versions, and pre-
installed applications). Figure 3 shows the public images distribu-
tion based on OS types 6. As we can see, more than half of the
images are Ubuntu based. A closer look into the Ubuntu images
indicates that more than half of them are either 10.04 or 12.04.
Therefore under this circumstance, an attacker can keep monitor-
ing newly released vulnerabilities affecting these prevalent OSes
and application frameworks. The attacker can also leverage known
vulnerabilities that have not been patched by the publishers of the

6The data was collected in September 2012, which may change
with new releases of AMIs.
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Table 1: Windows between Original Release and Amazon Announcement of Prevalent Known Vulnerabilities

CVE
CVSS

Base Score Prevalence Original Release Amazon Announce
Attack Window

in (days)
CVE-2012-4244 7.8 0.59 09/14/2012 09/28/2012 14
CVE-2012-3955 7.1 0.58 09/14/2012 N/A > 26
CVE-2012-3817 7.8 0.52 07/25/2012 08/07/2012 13
CVE-2012-2807 10 0.49 09/07/2012 N/A > 33
CVE-2012-2337 7.2 0.46 05/18/2012 07/30/2012 73
CVE-2011-3102 10 0.45 05/16/2012 N/A > 117
CVE-2012-1033 5.0 0.45 02/08/2012 06/22/2012 135
CVE-2012-1667 8.5 0.45 06/05/2012 06/22/2012 17
CVE-2012-2110 7.5 0.34 04/19/2012 05/03/2012 15

Figure 3: Public images distribution by OS in Amazon EC2.

AMIs or the administrators of running instances, due to the patch
window gap that we have observed in EC2 (explain shortly).

As a result, statistical analysis of OS and application distribu-
tions can help attackers in identifying the weaknesses and prevalent
vulnerabilities in the cloud. This provides a scope of target victims
and reduces the cost for large scale scanning and penetration. At-
tackers can roughly understand the overall potential weakness by
simply noticing the latest vulnerabilities associated with the most
prevalent OSes and applications installed in public images.

The patch window is long enough for attackers to exploit. We
study several critical vulnerabilities and find that the gap between
their original releases and Amazon’s notifications is usually longer
than two weeks (cf. Table 1). Attackers could easily launch 1-day
exploit repeatedly in the entire cloud. The length of exploit window
depends on the activities of cloud stakeholders (cloud provider and
customers) such as the date of notification and their hardening and
patching mechanisms. Moreover, not all known vulnerabilities can
be easily detected by the cloud provider. As we have noticed, a
large amount of exploitable vulnerabilities have not been notified
by Amazon after a long time of their original releases. Therefore,
attackers have enough time to prepare and launch attacks. Even
worse, existing study has shown that more than 40% of small com-
panies (under $50M revenue ) do not have patch management [18]
deployed in cloud, which consists of a considerable amount of cur-
rent IaaS customers [19].

Running VMs in IaaS cloud offers more stable attack surfaces.
VMs in IaaS cloud are more stable than traditional endpoints from
an attacker’ perspective. First of all, the IP range of each cloud
provider is stable and can be predicted easily. Attackers could iden-
tify the location of their target VMs by playing several tricks [20].
Besides, a vast number of EC2 users are service providers with high
availability requirement [19]. Therefore their applications and port
configurations are relatively easy to detect. Attackers could reuse
configuration information obtained previously to launch large scale
attacks afterwards (for new vulnerabilities on the same or simi-
lar applications and systems). However, this does not work well

100% of requests can be serviced before DoS attack.

The server stops responding after DoS attack.

Figure 4: Benchmarking results of a server before and after launch-
ing apache killer.

under traditional in-house environments since the IP addresses of
end hosts are changing more frequently, and most in-house servers
are behind firewalls, and it is much more costly for an attacker to
launch large scale attacks in order to locate a large number of vic-
tims under such heterogeneous environment.

2.4 Case Study: Penetration Testing on VMs
in EC2

To confirm the viability of exploiting with prevalent vulnerabil-
ities in EC2, we conduct a penetration test towards running VMs
launched from vulnerable AMIs upon Amazon’s approval. We
first identify a prevalent vulnerability CVE-2011-3192, which is
referred as “Apache Killer”. We note that this vulnerability was
not detected by Nessus in our scanning but it exists in 11 out of
20 AMIs 7 that we investigated with Ubuntu 10.04, most of which
have been published for more than one year. Surprisingly, no se-
curity advisory on Amazon has been published for this vulnerabil-
ity. We simply launch another instance in EC2 as an attacker with
Metasploit [21] installed. By following the online instruction, we
simply setup Metasploit with the number of packets sent to the tar-
get VM for DoS attack. We successfully crashed the Apache server
running on all of the target VMs by sending 400 packets. The attack
can be defended by running one line command (sudo apt-get
update) to patch the vulnerability.

In order to verify the DoS attack, we use ApacheBench to test
the response of the target server. As shown in Figure 4, before the
exploit, all requests are served by the server; while after the attack,
the ApacheBench could not receive any response, indicating the
server is completely crashed.

We observe that the attack is very easy to launch with little in-
teraction from the attacker. Therefore, crushing a large number of

7For safety reason we omit the AMI IDs here.
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web service hosts is trivial from the attacker’s perspective if any
one of these vulnerable AMIs is widely used.

3. STATIC COST-EFFECTIVENESS ANAL-
YSES

Our empirical study has demonstrated that homogeneous settings
in popular public cloud not only enhance the efficiency of comput-
ing power, but also bring new economic considerations for both
attackers and defenders. Towards a first study on this, we do a
comprehensive cost-effectiveness analysis by comparing exploit-
ing prevalent vulnerabilities in public IaaS cloud and traditional in-
house computing environments. While we refer a single attacker
in both cases, a defender refers to service owners in traditional case
and all cloud stakeholders (both cloud platform provider and cloud
customers) in IaaS.

Assumptions: Our analysis is based on the assumption that VM
images are publicly available and used by cloud customers, but we
do not require either each image or certain percentage of images are
instantiated in the cloud. We further assume that prevalent types of
images (OS types, versions, and application frameworks) are also
prevalent in the VMs of the cloud.

Results: Our analysis reveals that both attack and defense are
more cost-effective in cloud than in traditional in-house environ-
ment. Attack surface under cloud environment has been enlarged
with an increased density of potential victims. Moreover, attack
cost has been decreased in cloud because the homogeneous na-
ture of public cloud platforms reduces the effort required for tar-
get locating and vulnerability reconnaissance. On the other hand,
cloud stakeholders (providers and customers) can manage patch
with batch processing, which can patch larger attack surface per
unit time than that in traditional environment.

3.1 Cost-effectiveness Analysis for Attacker

3.1.1 Cost of Attacker
A cyber attack usually involves the following costs [22, 13]: (1)

locating target victims, (2) identifying vulnerabilities of victims,
(3) choosing vulnerabilities , (4) obtaining exploits, and (5) dealing
with defense mechanisms. For target victims in the cloud and tra-
ditional in-house environment, the costs (3) and (4) are the same.
Therefore our analysis focuses on (1), (2), and (5), and our results
indicate that IaaS cloud provides dramatically lower costs for at-
tackers in these aspects.

Identifying victims. Under traditional environment, attackers could
obtain target IP addresses in a straightforward way (e.g. by looking
up DNS server). However, the external firewall deployed by most
in-house servers may make the IP addresses untraceable. For cer-
tain types of threats like botnet or non-targeted DoS attacks by cy-
ber terrorists, continuous (in terms of IP address) nodes with weak
defending mechanisms but stable and high bandwidth are on the
top of their target list. Consider that most bots in popular botnets
such as “Conficker” have small bandwidth only [23], we believe
high quality bots in cloud are very appealing and can significantly
increase the competitive strength of a bot master in botnet market,
thus give strong incentive for attackers.

Consider a botnet master that needs to harvestN bots with a cer-
tain vulnerability v. Assuming for each reachable host, the proba-
bility of having v is ρv . Ideally, the search space of the vulnerable
hosts under traditional environment is the whole IP address space
(3,706,452,992), e.g., by generating random target IP addresses to
exploit. Consider the factors that not every IP is assigned a host,

Figure 5: Attacks under IaaS cloud

and not each host is accessible, let δi be the probability that a sin-
gle IP address is reachable in the Internet. Therefore the attacker
needs to have at least N/ρvδi tries. However, under public IaaS
cloud environment, the exploring range is significantly shrunk as
the cloud provider offers the location and IP range publicly. For
EC2, the total IP addresses is around 1,500,000 [24]. Besides,
most of these IPs are located in a centralized manner as the IP ad-
dresses of VMs on the same data center are usually assigned con-
tinuously [20]. With the high density of VMs running in a sin-
gle data center, launching exploit to the cloud usually has much
higher hit ratio δc. Therefore the attacker needs N/ρvδc, where
δc � δi, which indicates that the attacker needs dramatically less
cost in cloud.

Identifying vulnerabilities. Under traditional environment, if the
attacker wants to utilize known vulnerabilities to exploit a host,
he may have to scan over the target machine, which can be easily
blocked by firewalls. Researchers have proposed several passive
scanning approaches in order to bypass IDS or firewall [25, 22],
which may lower the scanning cost but still take a considerable
amount of time and rely on some other assumptions (e.g., host ad-
ministrators never modify packet headers).

On the other side, this vulnerability scanning cost can be reduced
dramatically in public cloud environment (cf. Figure 5). As shown
in our study in Amazon EC2, attackers could obtain the information
of VM images (OS and applications installed) by browsing public
image description pages. A brute force scanning on all images can
help the attacker to decide the distributions of systems and appli-
cations in VMs, although in a rough manner. This information can
reduce the cost to identify existing vulnerabilities of VMs running
in the cloud. Furthermore, the attacker can keep tracking newly-
released vulnerabilities associated with these prevalent OSes or ap-
plications in public images. Once a new vulnerability is released,
it may exist on a large number of VMs in the cloud. Consider the
usual patching window gap that we have observed in the last sec-
tion, the attacker has plenty of time to develop and launch exploits,
e.g., to harvest bots with vulnerable VMs. Therefore, identifying
known vulnerabilities over the cloud is dramatically faster than that
under traditional environment.

Dealing with hardening mechanisms of hosts. Customers on
IaaS cloud usually have limited hardening support from the cloud
provider, e.g,. Amazon EC2 only provides each instance an exter-
nal firewall called security group, but no patching management. At
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the same time, a large number of cloud customers are small-sized
service providers [18], and usually do not have strong motivation
of hardening their systems as large companies. This results in a
weak link for the cloud provider. Once an attacker has managed
to exploit a prevalent vulnerability among the VMs of these small
companies, a large scale of attack can result in loss for both the
cloud customers and the cloud provider.

However, under traditional environment, an enterprise level ser-
vice provider usually has dedicated team to maintain their plat-
forms, which are usually hardened with several layers of firewalls
in order to protect their data and infrastructure. The in-depth de-
fense mechanisms increase the difficulty level for an attacker to
compromise the server. It is extremely hard for an attacker to com-
promise a large number of hosts at the same time.

Therefore, we conjecture that compromising or bypassing hard-
ening systems costs less under public cloud than that in traditional
environment. Consider the cloud provider as a special service provider.
Since it provides high flexibility of customizing infrastructure to
its customers, its own defense mechanism is less tightly controlled
compared to traditional in-house service providers, which makes it
much easier to penetrate.

3.1.2 Gains of Attacker
An attacker could access confidential information for social or

commercial benefits. Besides, the attacker could gain from the loss
of his competitors by disrupting or disabling their services. These
gains are the same under both cloud and traditional environment.
One cloud specific gain is that upon compromising, high-quality
bots on the cloud are denser than that in traditional computing en-
vironment with higher bandwidth and availability, which makes cy-
ber terrorists easier to identify their targets.

3.1.3 Summary of Cost-effectiveness for Attacker
Considering similar gains of compromising a fixed set of hosts,

the cost of the attacker is lowered by launching large scale attacks
in an IaaS cloud, with lower costs in identifying enough number of
vulnerable hosts, identifying exploiting vulnerabilities, and deal-
ing with hardening mechanisms. Furthermore, exploiting prevalent
vulnerabilities in the cloud usually brings the attacker more com-
peting benefits with higher quality of bots than exploiting targets
individually under traditional environment. Therefore, the cost-
effectiveness ratio for an attacker is lower in public cloud than that
in traditional computing environment; that is, it is more economi-
cally efficient for an attacker to launch attacks in cloud.

3.2 Cost-effectiveness Analysis for Defender
We refer the single term defender as all stakeholders that bene-

fit from defending attacks, including the cloud provider and all of
its customers. While facing attacks, the visible cost paid by the
defender is the hardening cost, and the gain is the loss of being ex-
ploited by attackers, or the commercial benefits from the services
that otherwise are disrupted or disabled by attacks.

3.2.1 Costs for Defender
Hardening cost against known vulnerabilities is mainly from patch-

ing [26]. The cost per unit by patching in-house hosts is more
pricey than batch patching over the cloud, since the batch process-
ing lowers the hardening cost in cloud than in house servers [16].

3.2.2 Loss (or Gains) of Defender
Avoiding potential exploit effectiveness is the gain from the cloud

provider’s perspective. Exploiting effectiveness has a considerable
overlap with an attacker’s potential gains. Specifically, classical

losses including that of service availability, data integrity, and con-
fidentiality are the same for the defender in both cloud and tra-
ditional environment. Most of these losses are transferred to the
attacker’s benefit. However, there are cloud specific losses caused
by large scale attacks, including neighborhood loss, user reputation
loss for services, cloud provider reputation loss, and cloud utility
misuse.

Neighborhood loss. As aforementioned, an attacker can lookup
the IP range of a cloud provider’s data center easily. The attacker
could rent a VM and launch a large scale exploits to the VMs in
the same data center. The attacker does not need to know the exact
IP address of his target. Instead, all VMs on the same data cen-
ter with the same vulnerability can be exploited. This expanded
attack surface causes exponentially higher loss than that in tradi-
tional computing environment.

Reputation loss for cloud customers. Cloud customers usually
are web service providers, and can lose their reputation from their
own users upon being compromised. Even though this type of loss
is invisible and indirect, it may completely affect the end users’
confidence in continuing their services. Threats from prevalent vul-
nerabilities enlarge such fears as a large number of services on the
same cloud platform may exist.

Reputation loss of cloud provider. Even worse than user’s rep-
utation loss for cloud customers, the cloud provider’s reputation
can dramatically drop given a considerable amount of their VMs
are compromised. Typically, the healthy including safety level of a
cloud provider impacts the number of its users. A customer based
survey [27] indicates that a cloud provider’s reputation is the most
important factor when a customer chooses which provider to go
with.

Cloud utility misuse. Once an attacker has managed to deploy bots
on one type of VMs in public cloud, he potentially could create a
botnet with a large number of machines, which can be powerful
enough for crushing other services over the Internet. This further
enlarges the cloud provider’s reputation loss. As for monetary loss,
existing study has pointed out that a DDoS attack could cause up to
$19M/hour loss for availability-sensitive services like E-banking.
For each DDoS attack, the cost can be up to $100M [28].

3.2.3 Summary of Cost-effectiveness for Defender
The cloud provider can patch prevalent vulnerabilities with a

cheaper unit cost than patching in-house servers individually. At
the same time, the effectiveness of exploiting prevalent vulnerabil-
ities in IaaS cloud is exponentially higher than the same attacks un-
der traditional environment, consider much denser potential victims
with the same vulnerabilities in cloud. Furthermore, the defender
has extra cloud-specific losses such as cloud provider’s reputation
loss and cloud utility misuses. Therefore, our conclusion is that
the cloud defender has much lower cost-effectiveness ratio than in
traditional computing environment, which indicates that with the
same cost spent by the defender, he achieves more economic benefit
in cloud.

4. TACTICAL GAME MODELING BETWEEN
ATTACKER AND DEFENDER

Above cost-effectiveness analysis statically considers the costs
and gains for both attackers and defenders. However, in real world
several factors impact the relative costs and benefits of each side,
and thus both rational attackers and defenders adjust their behaviors
by considering these dynamic factors to achieve maximum bene-
fits. Among these, the time-since-release has been considered as
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one of the main affecting factors that impacts the effectiveness of
exploiting known vulnerabilities. This comes from an assumption
that more VMs are patched for a given vulnerability as time goes
by. Therefore, the sooner the attacker acts, the larger number of
victim hosts can be hit with the same cost. On the other side,
the sooner the defender acts, he can patch more VMs thus prevent
more loss with lower cost. Moreover, patching a more prevalent
vulnerability (by means of the vulnerability distribution in images
and VMs) results in more cost-effectiveness ratio for both the at-
tacker and defender, since it costs more for the attacker to identify
vulnerable victims, and brings less gain for the defender to patch
the vulnerability.

Therefore, we believe the dynamic cost-effectiveness ratios re-
sult in a game-based tactics between the attacker and defender. In
this section, we construct a game theoretic model in order to illus-
trate the actions that rational attackers and defenders should take.
We further map different cost-effectiveness scenarios into cost den-
sity functions to show their evolutions. Our model indicates that
both the attacker and defender have stronger incentive to act ear-
lier, and their actions become less cost-effective as time goes by.
After certain moment, the defender only needs to maintain the se-
curity level (the prevalence of the vulnerability) as the patching cost
may exceed the cost from residual risk. The attacker may also lose
the motivation of launching further attacks after certain point as
the attack gain may not be able to compensate the attack cost due
to the drop of the vulnerability prevalence. Therefore the threat
from prevalent vulnerabilities can be greatly mitigated as long as
the defender patches security holes in a timely and proactive man-
ner. However, cloud customers should be advised to protect their
systems against targeted attacks as this is not a cloud specific threat.

4.1 Game Theory Background
An N-player game can be represented as a function G (S1, S2,

. . . , SN , u1, u2, . . . , uN ), where Si (0 < i < N) is a strategy set
(si1, . . . , sim) for player i, and sj (sj ∈ Si) is a complete strategy
available for player i. Player i has a probability distribution Pi =
(pi1, . . . , pim), where pik is the probability of sik being adopted
by player i. The payoff for player i is ui(S1, . . . , Sn) (1 < j < n),
where Sj is the strategy adopted by user j. For an N -player game
theory, the expected payoff for player i is:

vi(p1, . . . , pn) =

M1∑
m1=1

. . .

Mn∑
mn=1

[ n∏
k=1

Pkmk

]
ui(S1m1 , . . . , Snmn), (1)

where Mj is the pure strategy numbers available to player j. For a
2-player game, the expected payoff of player 1 is:

v1(p1, p2) =

M1∑
m1=1

M2∑
m2=1

P1m1P2m2u1(S1m1 , S2m2), (2)

where p1 and p2 are two sets of probability distributions adopted
by the two players, respectively. Each distribution consists of a
number of probabilities (sum up to 1), each of which indicates the
chance of a strategy adopted by the player. S1m1 and S2m2 repre-
sent the strategies adopted by p1 and p2, respectively.

4.2 Game Theory Modeling
We consider player 1 as the attacker and player 2 as the defender.

Player 1 has two strategies: attack (S11) or stay idle (S12). Player 2
also has two strategies: patching (S21) or stay unpatched (S22). Pij
indicates the probability of Sij being adopted. We say that K1 is a
proactive action adopted by each player, meaning attack and patch

for the attacker and the defender, respectively. K2 means a passive
action: stay idle for the attacker and leave the platform unpatched
for the defender. Given each of the two players has two possible
strategies, there are four conditions as follows.

• Both players choose K1. The cloud defender needs to pay
cost (−CP ) in order to patch his platform in a timely man-
ner. On the other side, the attacker has to pay the cost (−AC)
of exploiting but without gaining from the hardened plat-
form.

• When both players choose K2, obviously both get 0.

• When the attacker choosesK1 and the defender choosesK2,
the attacker gains (+AG) from exploiting by paying attack
cost (−AC). The defender suffers the cost of being exploited
(−CD).

• When the attacker choosesK2 and the defender choosesK1,
the attacker gets 0 and the defender pays patch cost (−CP )
to keep the platform up-to-date.

We use PS and PA to denote the probability of being proactive for
the defender and the attacker, respectively. Given the four possible
conditions, their expected payoffs (VA and VS) in the game are:

VA = −AC × PAPS + 0× (1− PA)× (1− PS)
+AG× PA × (1− PS) + 0× (1− PA)× PS
= AG× PA × (1− PS)−AC × PAPS (3)

VS = −CP × PAPS + 0× (1− PA)× (1− PS)
−CD × PA × (1− PS)− CP × (1− PA)× PS

= −CD × PA × (1− PS)− CP × PS (4)

The equations indicate that the expected payoffs of both players
depend on both of their determinations of being proactive. With-
out exploiting intention, the attacker does not gain anything. When
being more aggressive, he has an increased potential gain (when
facing an unconscious defender) with the cost of launching attacks.
A passive defender may end up losing nothing given the attacker
is passive as well. However, this assumption is unrealistic as cy-
ber attacks are ubiquitous. The defender (especially under cloud
environment) should have a reasonable expectation on the density
of attacks per unit time in order to balance the tradeoff between
hardening cost and risk properly. Visualizing the game between
the attacker and the defender can assist cloud stakeholders to bet-
ter understand current security situation and make hardening plans
accordingly.

4.3 Tactical Modeling between Attacker and
Defender

We consider the events of instantiating images by different cus-
tomers in an IaaS cloud are independent, and the instantiation rate
is a relatively stable value given the large number of customers.
Therefore the instantiation of images with each prevalent vulner-
ability can be modeled with an exponential distribution, and the
probability density function (PDF) can be expressed in Equation 5,
where t is time and λ is the arrival rate of instantiation events in
the cloud. A larger λ means a denser event and higher risk density
of the vulnerability. Therefore, the prevalence of the vulnerability
determines the value of λ, and the PDF can be regarded as a risk
density function. The risk density keeps decreasing as time goes
by. This is because less and less vulnerable targets available (either
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Figure 6: Cost density distribution for cloud defender.

patched by the VM users or already exploited by the attacker) to
the attacker.

f(t, λ) =

{
λe−λt t ≥ 0
0 t < 0

(5)

4.3.1 Tactical Modeling for Defender
Figure 6 illustrates the cost-effectiveness from the defender’s

perspective with two different strategies. A defender with little
or no security awareness has a higher rate parameter (risk den-
sity) than a defender with appropriate patching management. The
value of t0 indicates the exploit window of a prevalent vulnerabil-
ity. Therefore starting from t0, the defender can choose to deploy
patch to the vulnerability. Then the risk density is dropped to the
patched risk density curve. A rational defender has a lower risk
density because the sum of residual risk and patch cost is regarded
lower than the unpatched risk cost density. At the moment t1, the
two curves have a point of intersection. Starting from t1, the de-
fender only needs to maintain the security level. This is because
the patch cost density has exceeded the residual risk density 8. The
value of t1 is decided by the two rate parameters with Equation 6.

λ1e
−λ1t1 = λ2e

−λ2t1

t1 =
lnλi − lnλr

λi − λr
(6)

Therefore, the risk that could possibly be reduced by a rational
defender can be expressed with Equation 7 and is marked in Fig-
ure 6, where λi and λr are risk density rates of before and after
the patch has been deployed. As indicated in Figure 6, minimizing
the value of t0 and rate parameter (λ2) of residual risk density can
maximally reduce the risk.

R(λi, λr) =

∫ t1

t0

λie
−λitdt−

∫ t1

t0

λre
−λrtdt

= (1− e−λit)
∣∣∣t1
t0

− (1− e−λrt)
∣∣∣t1
t0

(7)

4.3.2 Tactical Modeling for Attacker
The density of the attacker’s potential gain through exploiting is

similar as but slightly lower than the unpatched cloud loss due to
being exploited, since some loss like neighborhood loss cannot be
gained by the attacker. Therefore, the attacker’s potential gain con-
forms to a PDF as well. The attack cost has both maximum and
8residual risk density refers to the risk density left after the patch
has been deployed

Figure 7: Cost and gain density distribution for cloud attacker.

minimum values given a fixed number of to-be exploited targets.
The maximum value is paid while brute-forcing over the whole
cloud platform (if there are not enough hosts that can be compro-
mised in the whole platform) and the minimum cost is paid while
exploiting each target with minimum cost (each attack succeeds at
its first attempt). The cost is negatively correlated to the exploiting
effectiveness because exploiting vulnerabilities with higher density
costs less than utilizing sparsely distributed security holes. There-
fore, the attack cost can be mapped to a variant of a cumulative
probability function (CPF) shown in Equation 8. The only differ-
ence between the attack cost model and CPF is the constant B,
which represents the basic cost of each attack, e.g., target recon-
naissance and vulnerability detection. λe refers to the cost density
of failed attack attempts.

F (t, λe) =

{
1− e−λet +B t ≥ 0
0 t < 0

(8)

Figure 7 indicates the attacker’s cost-effectiveness as time goes by.
Consider a defender with strong security awareness which deploys
patch at t0, the attacker’s gain is then decreased dramatically. If
the defender is unconscious, attacks could last until t2 as the gain
through attacks after t2 cannot compensate the attacker’s cost of
launching these exploits. Equations 9 indicates the attacker’s gain
by exploiting unpatched (tp = t2) and well hardened (tp = t0)
platform, respectively. λg means the density of attacker’s gain and
λc means the attack cost density. In general the attacker loses
the motivation of attacks after t0 or t2 whichever comes first. t2
can be calculated through solving Equation 10. Given t0 and t2,
the attacker’s gain reduced by a rational defender can be obtained
through Equations 9 and is the marked area in Figure 7.

G(λg, λc) =

∫ tp

0

λge
−λgtdt−

∫ tp

0

(1− e−λct)dt− tp ×B

= (1− e−λgt)
∣∣∣tp
0
− (t+

1

λc
)

∣∣∣∣tp
0

(9)

tp =

{
t2 t0 ≥ t2
t0 t0 < t2

λe−λgt2 = (1− e−λct2) (10)

4.3.3 Two-player Game
The game between the attacker and defender can be seen in Fig-

ure 8. At the starting point, both attack and defense are impact-
ing. However, both of them become less cost-effective as time goes

324



Figure 8: Game between attacker and defender in cloud.

Figure 9: Cost-effectiveness comparison between traditional and
cloud environments.

by. There are three noteworthy moments. t1 is the moment when
the attacker’s cost and gain get balanced, after that a rational at-
tacker stops launching attacks. t2 is the moment when the cloud
defender’s cost is minimized and further patching costs higher than
the residual risk. t1 is not necessarily less than t2. When t1 < t2,
a rational attacker stops attacking but the cloud defender contin-
ues patching as the expected potential loss is greater than patching
cost, and the cloud defender stops hardening its platform until t2.
When t1 ≥ t2, the defender’s cost and gain get balanced first, and
he stops patching but maintains the security level. However, a ra-
tional attacker continues launching attacks under this circumstance
as he can still obtain more than attack cost. When t1 ≥ t2, we
say there is a range for both the attacker and the defender can be
satisfied. If t1 < t2, the attacker stops launching attacks as the
expected gain cannot compensate attack cost. The defender only
needs to maintain the security level under this circumstance. Af-
ter t0 the defender has patch available to the vulnerability. If the
defender deploys patch, both t1 and t2 could arrive earlier up to t0
because both rate parameters of the exploiting effective density and
attacker gain density drop. Therefore, not only could an smaller t0
reduce the attacker’s gain and exploiting effectiveness, it could also
end the game between attacker and defender earlier.

4.3.4 Cost-effectiveness Comparison between Cloud
and Traditional Computing Environment

In order to compare attacks under cloud and traditional comput-
ing environment, and investigate how much risk can be reduced by
rational defenders, we model the cost-effectiveness from both the

attacker’s and the defender’s perspective. We use the risk density
functions (Equations 7 and 9) to answer the following questions:

• How much risk can be reduced by a rational defender in the
cloud?

• How much risk can be reduced by a rational defender in tra-
ditional in-house environment?

• How much more gain can the attacker obtain when facing an
unconscious cloud defender than a rational defender?

• How much more gain can the attacker obtain when facing an
unconscious defender than a rational defender in traditional
environment?

In Section 3 we have analyzed that prevalent vulnerabilities lead
to lower patching expense but higher potential loss in cloud than
under traditional environment. Therefore under the cloud environ-
ment, the risk density is higher but the patch cost density is lower
than those under traditional environment. Figure 9 illustrates the
comparison. For cloud environment, the rate parameters before and
after patch deployed are denoted by λi and λr . While λti and λtr
represent rate parameters under traditional environment (before and
after patch deployed, respectively). As we can see, the defender
in the cloud can achieve a better stable security level than in tra-
ditional because of the lower cost in patching. The time t′1 does
not need to be greater than t1 9. If the cloud defender can handle
hardening work appropriately, it can achieve a lower security level
with shorter period of time. Figure 9 also tells us that it is urgent
for the cloud defender to harden the cloud platform as the gap be-
tween the potential loss and hardening cost is dramatically enlarged
compared to that under traditional environment. Without patch de-
ployed, the potential loss in the cloud is exponentially higher , i.e.,
R(λi, λr)� R(λti, λtr).

4.4 Summary
Through dynamic cost-effectiveness analysis with gaming mod-

eling, we have observed that both attack and defense are more cost-
effective in the cloud, and they become less cost-effective as time
goes by. Three factors determines the game between the two par-
ties: the defender’s willingness (PS), responsiveness (t0), and ac-
tiveness (λr). In a nutshell, the cloud defender should be willing to
harden its cloud platform in a timely and proactive manner.

5. COUNTERMEASURES
Our gaming modeling indicates that in order to reduce the risk

with prevalent known vulnerabilities in cloud, which is the cost
marked in Figure 6, two parameters (t0 and the rate parameter of
residual risk density) need to be minimized.Which means that the
defender should be more responsive and proactive to known vul-
nerabilities. Minimizing t0 means eliminating 1-day exploits, i.e.,
keeping all instances up-to-date and maintaining running instances
without severe known security holes. As this is difficult to achieve,
keeping all public images up-to-date may be more feasible. We
propose the following three countermeasures for cloud providers
and customers.

Patching public VM images. Public VM images like AMIs should
be up-to-date when being launched by users. The cloud provider
should setup policy in order to make sure unpatched images should
not be launched. Two options are available in order to achieve this
9t1 and t′1 represent the moment when the attacker’s cost and gain
get balanced under traditional and cloud environment respectively
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requirement: the provider can either force a user to update the im-
age before it is launched, or the provider or image publishers can
update public images offline periodically [16]. This could reduce
the boot time at user end during launching.
Maintaining running instances. Every time when launching an
image, the image should be required to check against a configura-
tion file in order to make sure all default apps are up to date. The
configuration file can be provided by the image publisher. Cloud
users can customize the configuration file on their own. Cloud
users should also be responsible for the applications installed by
themselves.
Give patching priority to prevalent vulnerabilities. As Figure 6
indicates, higher prevalence is more time sensitive. Therefore, con-
sidering the prevalence (along with impact factors) of vulnerabili-
ties is needed when making patching plans. The moment (td) of
deploying a patch to a specific vulnerability can be inferred from
a preset threshold of tolerable risk. Given similar impact, a higher
prevalent vulnerability usually has a smaller td.
Shuffling cloud infrastructure smartly. Introduce a new defen-
sive mechanism, which could make the configuration of the cloud
platform as an animation rather than a static picture. Similar to
patching vulnerabilities periodically, configurations (e.g.IP address,
topology or applications) can be changed time to time. This type
of moving target defense paradigms [29, 30, 31] could significantly
mitigate security holes on the cloud.

6. LIMITATIONS AND DISCUSSIONS
Our model has a number of limitations. First of all, we only

consider prevalent vulnerabilities in large-scale cloud. We do not
provide an aggregated metric indicating the security level of the
whole cloud platform and individual VM systems. Cloud stake-
holders can use our model to further calculate a metric for finer-
grained modeling. The calculation can be based on environmental
factor or impact factor of identified vulnerabilities.

Secondly, we do not have accurate statistics regarding cloud cus-
tomers’ system information of running VMs, e.g., exactly how many
VMs are launched for a particular image, and how many users usu-
ally patch their VMs in timely manner. In our model we take a
simple estimation by assuming that the prevalence of instances is
similar to that of public images.

7. RELATED WORK
Security issues regarding the public images in Amazon EC2 have

been studied. Sensitive information leak has been detected by Bugiel
et al. [3]. They also suggested several solutions for various cloud
specific threats. More comprehensive experiments over EC2 have
been conducted by Balduzzi et al. [1]. They scanned a larger num-
ber of public AMIs and found more security issues like software
vulnerabilities and malwares. However, neither of them evaluate
potential threat from prevalent known software vulnerabilities, which
we believe is the most straightforward and efficient way for attack-
ers to intrude an IaaS cloud.

Game theory has been used for modeling attacks and defenses.
Activities (exploiting and hardening) between attackers and de-
fenders perfectly conform to a 2-player game. Yan et al. [32] model
a game between DDoS attackers and defenders. Khirwadkar [33]
constructs a game theoretic model between attackers and defenders
by using Fictitious-Play approach in order to make sure the two par-
ties are not under complete information environment. Game theory
based analysis regarding network security is surveyed in [34].

Another line of work is to visualize economic incentive from
defender’s perspective [35, 14, 36, 37, 26, 28], which helps the

defender appropriately allocate resources to security-related tasks.
Studer et al. [35] evaluate DDoS attacks from both technical and
economic points of view, and provide evaluation on monetary loss
due to these attacks in addition to the economic appraisal by [28].
Frei et al. [37] visualize time lengths between vulnerability disclo-
sure date, patch date, and exploit date, and believe these time peri-
ods represent the current status of security industry. However, they
do not consider the date of patch deployment, which is captured in
our model to evaluate the dynamic threat of individual platforms
or systems. Richardson et al. [26] conduct a survey indicating that
62.3% respondents apply patch after a security incident happens.
A report by Mellberg [18] indicates that only 59% of small compa-
nies (≤ $50M revenue) have patch management which conforms to
the number investigated by Richardson et al. [26]. This motivates
our modeling study in this paper since a large number of IaaS users
are individuals and small companies [19].

8. CONCLUSION
We identify the threat of exploiting prevalent vulnerabilities in

IaaS cloud with an empirical study and real penetration test in
Amazon EC2. We pinpoint that such threat exponentially increases
the risk level of cloud due to two factors: the prevalent vulner-
abilities can spread quickly on public cloud as one image could
potentially be instantiated by a large number of users, and the na-
ture of the cloud enables more cost-effective attacks than traditional
in-house computing environment. We analyze the cost and effec-
tiveness of exploiting and defending prevalent vulnerabilities under
traditional and cloud environments. Our results indicate that both
cloud attackers and defenders have lower cost-effectiveness ratio,
which enables a game-like tactical scenario between them. To fur-
ther illustrate the influence of dynamic cost-effectiveness nature,
we build a 2-player game theoretic model and a risk-gain analysis
to capture the risks associated with two types (rational or uncon-
scious) of attackers and defenders. Our result reveals that both at-
tack and defense become less cost-effective in cloud as time goes
by, which suggests the defender should be more responsive and
proactive under cloud environment. We stir up them with a number
of possible countermeasures against such threat.
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