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Abstract—Jamming resistance is crucial for applications where
reliable wireless communication is required. Spread spectrum
techniques such as Frequency Hopping Spread Spectrum (FHSS)
and Direct Sequence Spread Spectrum (DSSS) have been used
as countermeasures against jamming attacks. Traditional anti-
jamming techniques require that senders and receivers share a
secret key in order to communicate with each other. However,
such a requirement prevents these techniques from being effective
for anti-jamming broadcast communication, where a jammer may
learn the shared key from a compromised or malicious receiver
and disrupt the reception at normal receivers.

In this paper, we propose a Randomized Differential DSSS
(RD-DSSS) scheme to achieve anti-jamming broadcast commu-
nication without shared keys. RD-DSSS encodes each bit of
data using the correlation of unpredictable spreading codes.
Specifically, bit “0” is encoded using two different spreading
codes, which have low correlation with each other, while bit
“1” is encoded using two identical spreading codes, which
have high correlation. To defeat reactive jamming attacks,RD-
DSSS uses multiple spreading code sequences to spread each
message and rearranges the spread output before transmitting
it. Our theoretical analysis and simulation results show that RD-
DSSS can effectively defeat jamming attacks for anti-jamming
broadcast communication without shared keys.

I. I NTRODUCTION

Wireless communications is vulnerable to jamming attacks
due to the shared use of wireless medium. A jammer can
simply take advantage of a radio frequency (RF) device (e.g.,
a waveform generator) to transmit signals in the wireless chan-
nel. As a result, signals of the jammer and the sender collide
at the receiver and the signal reception process is disrupted.
Therefore, jamming resistance is crucial for applicationswhere
reliable wireless communications is required.

Spread spectrum techniques have been used as countermea-
sures against jamming attacks. Direct Sequence Spread Spec-
trum (DSSS), Frequency Hopping Spread Spectrum (FHSS),
and Chirp Spread Spectrum (CSS) are three common forms of
spread spectrum techniques [12]. In classic spread spectrum
techniques, senders and receivers need to pre-share a secret
key, with which they can generate identical hopping patterns,
spreading codes, or timing of pulses for communication. How-
ever, if a jammer knows the secret key, the jammer can easily
jam the communication by following the hopping patterns,
spreading codes, or timing of pulses used by the sender.

There have been a few recent attempts to remove the
dependency of jamming-resistant communications on pre-
shared keys [1], [13], [16]–[18]. Strasser et al. developedan
Uncoordinated Frequency Hopping (UFH) technique to allow
two nodes that do not have any common secret to establish

a secret key for future FHSS communication in presence of
a jammer [17]. Strasser et al. [18] and Slater et al. [16] later
independently proposed to use similar coding techniques to
improve the robustness and efficiency in UFH. These works
successfully remove the requirement of pre-shared keys in
point-to-point FHSS communication.

Unfortunately, UFH and its variations [16]–[18] cannot
be directly used forbroadcast communication, since their
primary objective is to establish a pairwise key between two
parties. Indeed, any spread spectrum communication system
that requires a shared key, either pre-shared or established at
the initial stage of the communication, cannot be used for
broadcast communication where there may be insider jammers.
Any malicious receiver, who knows the shared key, may use
the key to jam the communication.

To address this problem, researchers recently investigated
how to enable jamming-resistant broadcast communication
without shared keys [1], [13]. Baird et al. proposed a coding
approach to encode data to be transmitted into “marks” (e.g.,
short pulses at different times) that can be decoded withoutany
prior knowledge of keys [1]. However, the decoding process
of the method is inherently sequential (i.e., the decoding of
the next bit depends on the decoded values of the previous
bits). Though it works with short pulses in the time domain,
the method cannot be extended to DSSS or FHSS without
significantly increasing the decoding cost.

Pöpper et al. developed an Uncoordinated Direct Sequence
Spread Spectrum (UDSSS) approach, which avoids jamming
by randomly selecting a spreading code sequence from a pool
of code sequences. However, as indicated in [13], UDSSS
is vulnerable to reactive jamming attacks. It is demonstrated
in [13] that when the jammer does not have sufficient com-
putational power to infer the spreading sequence quickly
enough, UDSSS still provides good enough jamming resis-
tance. However, when the jammer has sufficient computational
power, UDSSS fails to provide strong guarantee of jamming
resistance.

In this paper, we propose a Randomized Differential DSSS
(RD-DSSS) scheme for DSSS-based broadcast communica-
tion. RD-DSSS relies completely on publicly known spreading
codes, and thus does not require any shared key among the
sender and the receivers. It does not suffer from the vulner-
abilities of previous solutions, and thus is a good candidate
to enable anti-jamming broadcast communication even when
there are potentially compromised or malicious receivers.

RD-DSSS employs spreading codes of traditional DSSS
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systems to spread a message for reducing the impacts of
jamming signals. However, unlike traditional DSSS, RD-DSSS
encodes each bit of data using the correlation of unpredictable
spreading codes. Specifically, bit “0” is encoded using two
different spreading codes, which have low correlation with
each other, while bit “1” is encoded using two identical
spreading codes, which have high correlation. As a result,
sender and receivers do not need to share any common key
for communication.

In addition, RD-DSSS uses a pool of spreading code se-
quences to enhance its reliability and tolerate reactive jam-
ming attacks. A sender spreads each message using multiple
spreading code sequences and rearranges the spread result
before transmitting it. A receiver, after receiving the entire
message, can reverse the rearrangement of the spread result
and then recover the original message. However, a jammer has
to disrupt the communication at the same time as the message
transmission. It is thus very difficult for a jammer to derivethe
correct spreading sequences on the fly and jam the message
transmission accordingly.

The contribution of this paper is two-fold: First, we develop
a new RD-DSSS scheme to both remove the requirement
of shared keys for DSSS communication and overcome the
weaknesses of previous solutions (e.g., vulnerability to reactive
jamming attacks). Second, we evaluate the performance and
effectiveness of RD-DSSS in presence of various kinds of jam-
ming attacks through both theoretical analysis and simulation.

The rest of the paper is organized as follows. Section II
gives background information on DSSS. Section III discusses
the system and threat models. Section IV presents the proposed
RD-DSSS scheme. Sections V and VI provide the performance
and security evaluation, respectively. Section VII describes
related work, and Section VIII concludes this paper.

II. BACKGROUND ON DSSS

DSSS is a modulation method applied to digital signals [6].
It increases the signal bandwidth to a value much larger than
needed to transmit the underlying information [6]. In DSSS,
spreading codes that are independent of the original signal
are used to achieve the goal of bandwidth expansion. Both
a sender and a receiver agree on a spreading code, which is
regarded as a shared secret between them. A spreading code
is usually a sequence of bits valued1 and−1 (polar) or1 and
0 (non-polar), which has noise-like properties. In this paper,
without loss of generality, we consider spreading codes with
polarity. Typical spreading codes are pseudo-random codes,
Walsh-Hadamard codes and Gold codes [15]. Figure 1 shows
a simple communication framework of DSSS.

Transmission Process:A sender usually first encodes the
original message using an error correction code (ECC) to
enhance the reliability of the communication. The sender then
uses DSSS to spread the encoded message into a binary
bitstream calledchips, and uses a D/A converter to transform
the chips into analog square wave signal called baseband
signal. The baseband signal is multiplied by a cosine signal
with a certain frequency, resulting in the RF signal. The RF
signal is fed to the antenna to transmit in the wireless channel.
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Fig. 1. A simple communication framework of DSSS

Reception Process:Upon hearing the RF signal, the re-
ceiver performs similar tasks in the reverse order. The receiver
first recovers the baseband signal by multiplying a cosine
signal as used by the sender, applies an A/D sampler and a
detector to transform the baseband signal into chips, and uses
DSSS to de-spread the chips. The receiver finally decodes the
de-spread result to reconstruct the original message.

Spreading and De-spreading:Spreading and de-spreading
are two important functions of a DSSS system. In spreading,
a sender multiplies each bit of the original message with a
spreading code to get the spread message. For example, if the
original message is “01” and the spreading code is−1+1+1−
1, then the sender converts the original message “01” into the
polar form−1 + 1, and multiplies−1 and+1 with spreading
code−1+1+1− 1, respectively. The spread message is thus
+1 − 1 − 1 + 1 − 1 + 1 + 1 − 1.

It is necessary to understand the notion of correlation to
see how de-spreading works. Given two spreading codesf =
f1, .., fk andg = g1, .., gk, wherefi andgi are valued−1 or 1
for 1 ≤ i ≤ k, the correlation off andg is f ·g = 1

k

∑k

i=1 figi.
Note that the correlation of two identical spreading codes is
1.

In de-spreading, the receiver uses a local replica of the
spreading code and synchronizes it with the received mes-
sage [15]. Then the receiver correlates the received message
with the replica to generate the de-spreading output. For exam-
ple, suppose the received message is+1−1−1+1−1+1+1−1
and the local replica of the spreading code is−1 + 1 + 1− 1
at the receiver side. The receiver aligns−1 + 1 + 1 − 1 with
the first 4 chips of the received message (i.e.,+1− 1− 1+1)
and correlates them to get bit−1 (i.e., “0” in non-polar form).

Synchronization: In DSSS systems, a receiver needs to
identify the beginning of a message sent by the sender from
the received signal. In general, the sender and the receiver
agree on a known code such as Barker Code [2] that has good
autocorrelation property (i.e., the correlation between acode
and its shifted value is low). The sender transmits the code
just before the spread message. The receiver correlates the
received signal with the code using a sliding window approach;
the position where the correlation is maximum indicates the
beginning of the message [4], [7], [15].

DSSS allows receivers to reconstruct the desired signal
with efficiency and at the same time distributes the energy
of wireless interferences (e.g., narrow band jamming signals)
to the entire bandwidth. Therefore, DSSS provides good anti-
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jam protection for wireless communications.

III. SYSTEM AND THREAT MODELS

Our system consists of a sender and multiple receivers. The
sender and receivers are wireless devices that can transmit
and receive RF signals. We assume that there are jammers
that inject noise signals into the wireless channel. The goal of
the jammers is to prevent communication between the sender
and the receivers. We assume a jammer has the following
capabilities: (1) He is aware of the target communication
systems (e.g., protocols and anti-jamming strategy); (2) he
can eavesdrop the communication between the sender and
the receivers; (3) he can transmit on the wireless channel
to interfere with the physical transmission and reception of
the desired wireless signals; (4) he can inject fake messages
into the channel; and (5) he can perform real-time analysis to
identify the spreading code used to spread each bit data right
after its transmission. However, we assume that if a jammer
does not know the code for spreading any 1-bit data, he cannot
jam the transmission of it.

IV. RANDOMIZED DIFFERENTIAL DSSS

Similar to traditional DSSS, RD-DSSS takes advantage of
the correlation properties of spreading codes to achieve anti-
jamming communication. The transmission, reception, and
synchronization of a RD-DSSS system are the same as those
of a traditional DSSS system except for the spreading and
de-spreading processes. Due to the change in these processes,
RD-DSSS does not require a sender and its receivers to share
a secret key. In the following, we focus on spreading and de-
spreading processes of RD-DSSS.

A. Basic Scheme

In RD-DSSS, the sender and the receivers share a set of
spreading codes, which we call thespreading code set. There
should be low correlation between any two codes in the
spreading code set. A sender encodes each bit of data using the
correlation of two unpredictable spreading codes. Specifically,
bit “0” is encoded using two different spreading codes, which
have low correlation with each other, while bit “1” is encoded
using two identical spreading codes, which have high correla-
tion. A sender can randomly choose different pairs of codes
from the code set for different bits in a message. A receiver
de-spreads a received message by computing correlation of the
two codes for each bit. High correlation and low correlation
are translated into “1” and “0”, respectively.

Figure 2 shows an example, in which a sender transmits
a 4-bit message “1011” to a receiver. The sender randomly
chooses codesp1, p4, p5, andp7 from the spreading code set.
Since bit 1 of the message is “1”, the sender usesp1 twice to
encode it. The second bit of the original message is “0”. Thus,
the sender uses any code different fromp4 (i.e., p3 as shown
in Figure 2) andp4 to encode it. Bits 3 and 4 are encoded
similarly. As a result, the sender gets an encoded message
p1||p3||p5||p7||p1||p4||p5||p7, in which the second half of
the message are the codes selected by the sender earlier. For
de-spreading, the receiver computes the correlations between

code set

original message 1 0 1 1

spreading 1p 3p 5p 7p 4p1p 5p 7p
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Fig. 2. An example of the basic RD-DSSS scheme.

the corresponding codes in the first and the second halves of
the spread message (i.e.,p1 ·p1, p3 ·p4, p5 ·p5, andp7 ·p7).
High correlation and low correlation are translated into “1”
and “0”, respectively.

To reduce the communication overhead, we propose to have
the sender and the receivers share a set of pre-defined spread-
ing code sequences, which are formed by the concatenations
of codes in the spreading code set. We associate each code
sequence with a special spreading code calledindex code.
The collection of all index codes is referred to as theindex
code set. We require that the correlation between two different
index codes is low. Intuitively, a sender can transmit an index
code (instead of the actual code sequence) to indicate the code
sequence for spreading. For example, Figure 2 shows that there
are two code sequences, which are represented by index codes
c1 andc2, respectively. Instead of sendingp1||p4||p5||p7 as
the second half of the spread message, the sender simply
transmitsc1. The index code set and the spreading code set
should have no overlap so that a receiver can easily distinguish
between an index code and a regular spreading code.

In the following, we present the basic scheme in detail.
1) Code Set and Code Sequence Set:Let P = {p1, ...,pn}

denote the spreading code set withn codes. As mentioned
earlier, these codes should have low correlation with each
other. There are multiple candidate codes for our scheme,
such as Gold codes, Walsh-Hadamard codes, m sequences, and
Kasami codes [15]. We assume each code inP is of lengthf

andP is publicly known.
Let C = {p11||...||p1l, ...,pq1||...||pql} denote the set of

q pre-defined code sequences, wherepij is a code randomly
selected fromP for 1 ≤ i ≤ q and1 ≤ j ≤ l. We assumeC is
known to the public. We associate an index codeci with the
i-th code sequencepi1||...||pil. Let I = {c1, ..., cq} be the
set of index codes. We assume each index codes is of length
g. Similar toP andC, I is also known to the public.

To reduce storage overhead, we only store the index codes
and generate each code sequence inC using its index code.
One possible way is to use a pseudo-random generator (PRG)
with ci as the input to generate a sequence of indexes, which
are then used to select codes fromP to form a code sequence.
For example, assumeci is the index code ofpi1||pi2, n = 4,
andPRG(ci) = (01 11...)2. Thus,pi1 = p1 andpi2 = p3.

2) Spreading: Let m = m1||...||ml denote the original
message to be transmitted. For spreading, a sender randomly
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chooses a code sequence fromC. Let S = s1||...||sl denote
the chosen code sequence. The sender then generates the
spread message based on the chosen code sequenceS. Let
F = f1||...||fl denote the spread message. For1 ≤ i ≤ l, the
sender generatesfi according to the following rule: ifmi = 1,
fi is the same assi. Otherwise,fi is an arbitrary code in
P other thansi. Assume the index code of the chosen code
sequence isc. The sender appendsc to the end of the spread
message and transmitsF||c to the receiver.

3) De-spreading: For de-spreading, a receiver needs to
identify the chosen code sequence. Suppose the received mes-
sage isF̂||ĉ, whereF̂ = f̂1||f̂2||...||f̂l. The receiver computes
correlations between each index code andĉ. Note that the
correlation between two identical codes is the highest and
reaches correlation peak. Thus, the receiver marks the index
code that results in the highest correlation withĉ as identified.
Let S = s1||s2||...||sl denote the code sequence associated
with the identified index code. The receiver then usesS to
de-spread the received message.

To de-spread the received message, a receiver needs to
compute the following correlations: (f̂1 ·s1), (f̂2 ·s2),..., (̂fl ·sl).
Let m̂ = m̂1||...||m̂l denote the de-spreading output.m̂ can
be generated according to the following rule: if(f̂i ·si) is larger
than or equal to a thresholdt, m̂i = 1. Otherwise,m̂i = 0.

The thresholdt is an important parameter. In this paper,
we derive the thresholdt as the value that minimizes the
probability of decision error when the transmitted signal is
polluted by additive white Gaussian noise signal, which is
a generally assumed jamming signal in wireless communica-
tions [15], [20]. This threshold is given in lemma 1.

Lemma 1:Given additive Gaussian noise, the probability
of decision error is minimized for thresholdt = 1

2 (1 + ρ),
whereρ = 1

(n

2)

∑

∀pi,pj∈P(pi · pj) (i.e., ρ is the average of

the correlations between two codes inP).
Proof: ConsiderX = (x1, ..., xl) and X̂ = (x̂1, ..., x̂l),

where xi = fi · si and x̂i = f̂i · si for 1 ≤ i ≤ l. Let
ni = (ni1, ..., nif ) denote the errors introduced by wireless
interference. Thus,̂fi = fi + ni. We assume the elements of
ni are independent and identically distributed (i.i.d) Gaussian
random variables with mean value 0 and varianceσ2. Let
e = (e1, ..., el) denoteX − X̂ , whereei = xi − x̂i, and let
si = si1||si2||...||sif , where sij is valued−1 or +1. Note
that x̂i = f̂i · si = (fi + ni) · si = xi + ni · si. Thus,
ei = ni · si = 1

f

∑f
j=1 nijsij . According to the properties of

Gaussian variables [10],ei is i.i.d. Gaussian random variables
with mean value 0 and varianceσ2.

When mi = 1, x̂i = xi + ei = 1 + ei. The probability

density function (pdf) of1 + ei is f1(x̂i) = 1√
2πσ

e−
(x̂i−1)2

2σ2 .
When mi = 0, x̂i = xi + ei = ρ + ei, the pdf of ρ + ei

is f0(x̂i) = 1√
2πσ

e−
(x̂i−ρ)2

2σ2 . Assume the sender transmits “1”
or “0” with probability 1

2 . Thus, the probability of decision
error is pe = 1

2 (
∫ t

−∞ f1(x̂i)dx̂i +
∫ ∞

t
f0(x̂i)dx̂i) = 1

2 (1 +
1
2erf( t−1√

2σ
) − 1

2erf( t−ρ√
2σ

)), whereerf is the Error Function

erf(w) = 2√
π

∫ w

0 e−y2

dy [15]. To minimize pe, we let the

derivation ofpe be 0 (i.e.,dpe

dt
= 0) and solvest. We can obtain

t = 1
2 (1 + ρ) and the minimized probability of decision error

is pemin = 1
2 + 1

2erf( ρ−1

2
√

2σ
).

4) Pros and Cons:The basic scheme of RD-DSSS provides
resistance against wireless interference for broadcast commu-
nication. The sender randomly chooses a code sequence to
spread each original message, and no one except for the sender
knows the code sequence before the communication. Thus, the
requirement of shared keys is removed, gaining reliabilityand
scalability for broadcast communication systems. Furthermore,
the sender associates an index code with each code sequence
and transmits the index code instead of the actual code
sequence. Thus, the communication overhead is reduced.

However, the basic scheme is still vulnerable to reactive
jamming attacks. Recall that bit “1” is encoded by two
identical codes. Thus, the spread message and the chosen code
sequence may share many similar codes, and the correlation
between them may be high. After observing the firstr codes
of a message being transmitted, the jammer can compute the
correlation between the observedr codes and the firstr codes
of each code sequence inC. The code sequence resulting in
the highest correlation is probably the code sequence chosen
by the sender. The jammer can then spread a fake message
using the identified code sequence to jam the transmission of
the remaining message.

B. Enhanced Scheme: Defending against Reactive Jamming

The basic scheme is vulnerable to reactive jamming attacks,
since the correlation between the spread message and the
chosen code sequence is usually high. In the enhanced scheme,
we propose two mechanisms to reduce the correlation and
improve the basic scheme.

First, after generating the spread message as in the basic
scheme, the sender permutes all codes of the spread message.
Thus, even if thei-th bit of the original message is 1, the
i-th observed code is not the same as thei-th code of the
chosen code sequence, resulting in reduced correlation. For
example, in Figure 2, the spread message isp1||p3||p5||p7

and the chosen code sequence isp1||p4||p5||p7. Assume
the correlation between two different codes is 0. Thus, the
correlation between the spread message and the chosen code
sequence is1+0+1+1

4 = 0.75. However, if we permute the
spread message and assume the result isp7||p5||p1||p3, then
the correlation between the permuted spread message and the
chosen code sequence is reduced to 0. Second, the sender
spreads the message usingk code sequences inC. As a result,
a reactive jammer must know allk code sequences in order
to launch reactive jamming successfully.

In the following, we present the enhanced scheme in detail.
1) Spreading: A sender randomly choosesk code se-

quences fromC and uses them to generate the spread mes-
sage. Suppose code sequencesci1 = pi11||...||pi1l, ..., cik

=
pik1||...||pikl are selected. For1 ≤ j ≤ l, let Aj =
{pi1j , ...,pikj}. That is, Aj consists of thej-th codes of
all chosen code sequences. The sender generates the spread
messageF = f1||f2||...||fl according to the following rule: If
mj = 1, choosesfj as any code inAj randomly. Otherwise,
choosesfj as any code not inAj .
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The sender then maps each setAj to an integer number
and sorts those numbers in descending order to generate
a permutation. For example, leth(Aj) denote the mapping
function that converts setAj into an integer. Assumel = 3
(i.e., F = f1||f2||f3), and h(A1) = 55, h(A2) = 67, and
h(A3) = 23. The sorting result ish(A2), h(A1), h(A3), and
thus we usef2||f1||f3 as the permuted message.

Given Aj = {pi1j , ...,pikj}, in this paper, we simply
computeh(Aj) ash(Aj) = ind(pi1j)×10k−1 + ind(pi2j)×
10k−2...+ind(pikj), whereind(p) is the index of the codep.
For example, ifk = 2 andAj = {p3,p1}, thenh(Aj) = 31.

Finally, the sender appends index codesci1 , ..., cik
to

the end of the permuted spread messageFp, and transmits
Fp||ci1 ||...||cik

to the receivers.
2) De-spreading:A receiver recovers the original message

in two steps: (1) identify the index codes appended by the
sender, and (2) process the received message.

Let F̂p||ĉi1 ||...||ĉik
denote the received message, whereF̂p

is the permuted spread message andĉi1 , ..., ĉik
are the index

codes. The receiver needs to identify the index codes that are
appended by the sender. For1 ≤ u ≤ k , the receiver computes
the correlations between each index code andĉiu

(i.e., c1 ·
ĉiu

, ..., cq · ĉiu
). The index code that results in the highest

correlation withĉiu
is marked as identified.

Let ci1′ , ..., cik
′ denote the identified index codes and

pi1′1||...||pi1′l, ...,pik
′1||...||pik

′l denote the corresponding
code sequences, where1 ≤ i1

′, ..., ik
′ ≤ q. For 1 ≤ j ≤ l,

let A′
j = {pi1′j , ...,pik

′j}. The receiver computes the per-
mutation based onh(A′

1), ..., h(A′
l), and then recovers the

original code order of the spread message. Letf̂ ′1||...||f̂
′
l denote

the result. The receiver then computeŝm as follows: If
∃ p ∈ A′

j s.t. f̂j · p ≥ t, let m̂j = 1. Otherwise, letm̂j = 0.
3) Ability to Deal with Reactive Jamming:To perform re-

active jamming attacks, a jammer needs to find code sequences
used for message transmission. However, the correlation be-
tween the observed codes and any of code sequences chosen
by the sender is not guaranteed to be high, since the code
order in the spread message is rearranged.

The jammer may do an exhaustive search over all possible
combinations ofk code sequences inC to find those chosen
by the user. The number of correlations the jammer should
compute isk

(

q
k

)

. However, even with all the correlation results,
the jammer still cannot determine which code sequences have
been chosen, because (1) transmission of bit “0” can use
any code other than those in the corresponding position of
the selected code sequences and (2) multiple code sequences
could be used for encoding. Moreover, the jammer must finish
the computation within the transmission time of a single
message in order to launch reactive jamming. For example,
if q = 13, 500 and k = 5, the number of correlations the
attacker needs to compute is5 ×

(

13,500
5

)

> 264. Assume the
length of the original message is1, 024 bits and that of a
spreading code is 256 chips. For a 802.11 wireless device with
11 Mbps data rate, the time for transmitting a spread message
is 1,024×256

11×106 ≈ 0.024 second. This means the jammer must
finish such a huge amount of computation within 0.024 second.
We provide detailed analysis to show the effectiveness of RD-

TABLE I
COMPUTATION TIME (MILLISECONDS)

Operations # of computations computation time
Mapping 1,024 th = 0.114

Sort 1 ts = 4.654

Permutation 1 tp = 0.005

Inverse Permutation 1 tip = 1.100

Correlation 13, 500× 3 tc = 8.989

Total 41527 ta = 14.862

DSSS in tolerating reactive jamming attacks in Section VI-B2.

V. PERFORMANCEOVERHEADS

Computational Overhead: RD-DSSS systems require ad-
ditional operations compared with traditional DSSS systems
(e.g., computing correlations to identify index codes). Let th,
ts, tp, tip, andtc denote the computation time for performing
mapping functions, sorting, permutation, inverse permutation,
and computing correlations to identify index codes. The ad-
ditional computation overheadta introduced by RD-DSSS is
ta = th + ts + tp + tip + tc.

To get an intuitive feeling of the computational overhead,
we did an experiment to test the time required by these
additional operations. The system settings in the experiment
are as follows: The message length is 1,024 bits, the size ofP
is 100, the size ofC is 13,500, the length of each index code is
512 chips, the number of code sequences chosen by the sender
is 3, and the length of each code inP is 256 chips. Table I
shows the computation time of those operations performed on
a computer with a 3.40 GHz Intel Pentium 4 CPU and 1.5
GB memory. All those operations together can be finished
within 15 milliseconds. In practice, the correlation operation
is inherently parallel (i.e., dot product of two vectors) and be
finished efficiently with special purpose hardware.

Note that a reactive jammer must compute3 ×
(

13,500
3

)

correlations in order to gather information of the chosen
code sequences used by RD-DSSS with the settings in the
above experiment. Assume the computation power of the
jammer is 100 times of a normal receiver. Lettj and r

denote the computational overhead for the jammer to crack
a single message and the ratio oftj to ta, respectively. Thus,

tj =
3×(13,500

3 )×tc

13,500×3×100 and r =
3×(13,500

3 )×tc

13,500×3×100×(th+ts+tp+tip+tc)
.

In particular, using the parameters in Table I, we can get
the overheadtj = 2, 729.8 seconds, which is much larger
than the transmission time of a single message, and the ratio
r = 183, 680. When k increases, the jammer’s computation
overheadtj increases exponentially, since the jammer needs
to check all combinations ofk code sequences inC (i.e.,k

(

q
k

)

).
However, the receiver’s computation overheadta increases lin-
early, since the receiver only needs to checkk×q correlations
for identifying the index codes.

Storage Overhead:RD-DSSS systems need to store the
code setP and all the index codes. In our experiment, the
number of index codes is13, 500. Assume the size ofP is 100.
Thus, the required storage capacity is100 × 256 + 13, 500×
512 bits = 0.83 MB, which can be afforded by notebook- or
handheld-class devices nowadays.
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Communication Overhead: RD-DSSS systems slightly
increase communication overhead compared with traditional
DSSS systems, since a sender needs to appendk index codes
to the end of the message body. However, this communication
overhead is negligible compared with the cost of transmitting
the message body. For example, in the settings of the earlier
experiment, the communication overhead introduced by the
index codes is3 × 512 chips for each message, which has
256 × 1, 024 chips. The overhead is less than0.6%.

VI. SECURITY ANALYSIS AND SIMULATION

We perform theoretical analysis to show the effectiveness of
RD-DSSS in defending against various jamming attacks. We
also perform simulation to confirm our analytical results. The
simulation is done in MATLAB 7.4.0 on a computer with a
3.40 GHz Intel Pentium 4 CPU and 1.5 GB memory.

A. Classification of Jamming Attacks

To facilitate the analysis, we first give a classification of
jamming attacks. According to [15], jammers are classified
into five types:broadband noise jammers, partial-band noise
jammers, continuous wave jammers, multitone jammers, and
pulse jammers. These jammers intentionally transmit random
noise signals to cause wireless interferences. They differfrom
each other in energy distributions of their jamming signals. In
practice, there exist more complicated jammers. For example,
a “smart” jammer can not only transmit random noise signals,
but can also inject fake messages that are encapsulated in
the packet format used by the communicators to mislead the
reception process [25].

Based on the previous work [15], [25], we generalize
jamming attacks into two categories:non-intelligent jamming
attacksand intelligent jamming attacks. In the former attacks,
the jammer disrupts wireless communication by sending ran-
dom noise signals. In the latter attacks, the jammer transmits
jamming signals that are generated based on his knowledge
of the communication systems (e.g., the signal patterns, anti-
jamming strategies, and communication protocols).

Note that conventional DSSS is capable of mitigating non-
intelligent jamming attacks [15]. Therefore, inheriting from
conventional DSSS, RD-DSSS is also non-intelligent jamming
resilient. Thus, in this section, we focus our analysis on the
intelligent jamming attacks.

B. Intelligent Jamming Attacks

In intelligent jamming attacks, a jammer is aware of the
target communication systems and transmits meaningful mes-
sages to undermine the communication. In RD-DSSS systems,
a significant threat caused by intelligent jamming attacks is
that a jammer may take advantage of the publicly known
spreading code setP , code sequence setC, and the index
code setI to jam the communication. Therefore, in our
analysis, we focus on the ways that an intelligent jammer can
use the publicly known information to disrupt the wireless
communication.

By exploitingP , C, andI, an intelligent jammer can choose
the following strategies to attack RD-DSSS systems:

• Type I: He can randomly choose codes fromP and tries
to jam the communication by transmitting those spreading
codes.

• Type II: He can perform reactive jamming discussed in
Section IV-A4. That is, the jammer tries to find the code
sequences used by a sender by analyzing the first portion
of a message being transmitted, and then spreads a fake
message using the identified code sequence to jam the
rest of the message transmission.

• Type III: He can perform Denial of Service (DoS) attacks
targeting the index codes, in which he randomly picks
several index codes and transmits them along with the
legal index codes to force receivers to deal with a large
number of candidate index codes.

In the following we show the effectiveness of RD-DSSS in
defending against these attacks.

1) Type I Attacks:In Type I attacks, the jammer randomly
selects codes fromP , and transmits them to interfere with the
original message transmission. We first derive the probability
that the jammer can disrupt the wireless communication.

Analysis: Suppose thei-th code transmitted by the sender
is pi and Ai is the set that generates thei-th code of the
permuted spread message. If the bit spread byAi is “0”
and pi happens to be inAi, then the receiver cannot de-
spread the original bit correctly. However, a few bit errors
can be tolerated by ECC. For example, the standard (255,
223) Reed-Solomon code is capable of correcting up to 16 bit
errors among every 223 information bits of a message [23].
If the ECC can correct a maximum ofM bit errors of the
original message but the jammer can collapse more thanM

bits, then the receiver cannot reconstruct the original message.
In the following, we derive the probability that the jammer can
disrupt the transmission of a message (i.e., the probability that
the jammer can jam more thanM bits).

Assume the sender transmits “1” or “0” with probability12 .
Let |Ai| be the number of codes in the setAi. The probability
that thei-th code transmitted by the jammer is one code in
Ai is P(pi ∈ Ai) =

∑k

j=1 P(|Ai| = j) j
n

, wheren is the size
of the code setP .

The number of ways of pickingj codes fromP is
(

n
j

)

,
and the number of ways of puttingk codes fromP into
Ai is nk. Let N(j) denote the number of ways of puttingj
distinct codes intoAi such that|Ai| = j. Thus, the recurrence
equation ofN(j) is N(j) = jk −

∑j

w=2

(

j
w−1

)

N(w−1). Ac-

cording to classical probability model,P(|Ai| = j) =
(n

j)N(j)

nk .

Thus,P(pi ∈ Ai) =
∑k

j=1

(n

j)N(j)j

nk+1 and the probability that

the bit spread byAi is jammed isP(pi∈Ai)
2 . Therefore, the

probability that more thanM bits are corrupted by the jammer
(i.e., the probability that the communication is jammed) is

pJ =
∑l

i=M+1

(

l
i

)

(P(pi∈Ai)
2 )

i
(1 − P(pi∈Ai)

2 )
l−i

.
Figures 3 shows the jamming probabilitypJ when each

message has 1,024 bits. It is easy to see thatpJ decreases as
the size of the spreading code set (n) increases. Whenn is
larger than 70 andM = 60, the probability is less than10−4.

Simulation: We use simulation to further examine the
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effectiveness of RD-DSSS and confirm the theoretical results.
In the simulation, the length of the message is 1,024 bits and
the size ofC is 10,000.

We let M = 60 and n range from 50 to 60. For each
n, we randomly generate a message and spread it using 5
code sequences randomly selected fromC. We also form the
jammer’s code sequence by randomly pickingl codes from
P . Then we count the number of bits that can be disrupted
by the jammer, and mark the trial as successful if the number
is larger thanM . We repeat this process for 1,000 times and
estimate thesimulatedpJ (i.e., the probability that a message
is jammed) aspJ = # successful trails

# trials
. Figure 4 shows both

the simulated and the theoretical probabilities whenM = 60.
We can see that both probabilities are less than 0.01 if the size
of the code set is larger than 60.

We then letn = 120 and M range from 25 to 35. For
eachM , we perform the same simulation as we did for each
n. Figure 5 shows the simulated and theoretical jamming
probabilities when we change the number of bit errors ECC
can tolerate. We can see that both probabilities decrease as
the number of bit errors ECC can tolerate increases. When
M = 35, the jamming probabilities are less than 0.01.

2) Type II Attacks: We now evaluate the feasibility of
reactive jamming attacks. We use the correlation between the
jammer’s observation and each code sequence inC as the
evaluation metric. In other words, we assess the possibility for
a jammer to gather enough information for reactive jamming.

In reactive jamming attacks, a jammer infers the code
sequences chosen by the sender based on the first few codes
that have already been transmitted by the sender, and then
uses the identified code sequences to jam the transmission
of the rest codes. However, in RD-DSSS the sender permutes
each spread message before transmission. Thus, the correlation
between the transmitted message and the code sequences
chosen by the sender is reduced, and it is hard for the jammer
to correctly identify the code sequences chosen by the sender
by analyzing the correlation between the observed codes and
each code sequence inC.

In the following, we derive the correlation between the
observed codes and a code sequence not selected by the sender.
We also derive the correlation between the observed codes and
a code sequence selected by the sender. We then compare both

correlations and show that they are very close to each other.
Analysis: Let p1 and p0 denote the probability that the

sender transmits “1” and “0”, respectively. Letf = f1||...||fr
denote ther codes transmitted by the sender and observed by
the jammer, where1 ≤ r ≤ l. Letg = g1||...||gl denote a code
sequence not selected by the sender. Assumep1 = p0 = 1

2 .
The probability thatfi = gi is given in Lemma 2

Lemma 2:The probability thatfi = gi is P(fi = gi) =
1
2n

+ 1
2nk

∑k

j=1

(

n
j

)

N(j) (n−1)j

nj(n−j) .
Proof: Assume the original position offi is io. If

mio
= 1, the probability thatfi = gi is

∑k

j=1
1
j
P(|Aio

| =

j) j
n

= 1
n

. If mio
= 0, the probability that fi =

gi is
∑k

j=1
1

n−j
P(|Aio

| = j)(1 − 1
n
)j . Hence, P(fi =

gi) = 1
2n

+ 1
2

∑k

j=1
1

n−j
P(|Aio

| = j)(1 − 1
n
)j = 1

2n
+

1
2nk

∑k

j=1

(

n
j

)

N(j) (n−1)j

nj(n−j) .
Let h = h1||...||hl denote a code sequence selected by the

sender. The probability thatfi = hi is given in Lemma 3
Lemma 3:The probability thatfi = hi is P(fi = hi) =

1
l
(( 1

2nk

∑k

j=1

(

n
j

)

N(j)(1
j
− (n−1)j

nj(n−j) ))−
1
2n

)+ 1
2n

+ 1
2nk

∑k

j=1.
Proof: If i = io (i.e., the io-th code of the original

spread message does not change its position after permutation),
the probability that thei-th observed codefi is the same
as hi is P(fi = hi|i = io) = 1

2

∑k

j=1 P(|Aio
| = j)1

j
=

1
2nk

∑k

j=1

(

n
j

)

N(j)1
j
. If i 6= io (i.e., the i-th codefi of the

original spread message changes its position after permuta-
tion), the probability thatfi = hi is the same as the probability
that fi = gi, since bothhi andgi can be regarded as an arbi-
trary code inP . Therefore,P(fi = hi|i 6= io) = P(fi = gi).
For 1 ≤ io, jo ≤ l, the probability thatAio

= Ajo
is 1

(n

k)
,

which is a very small value ifn is relatively large andk is
relatively small (e.g., 1

(n
k)

≈ 10−7 whenn = 50 andk = 5).

Therefore, the probability thatAio
= Ajo

is approximately
0. Note that for different inputs, the outputs of mapping
function h are also different. Thus, the possible values of
h(A1), ..., h(Al) are distinct from each other. We consider
h(A1), ..., h(Al) as l random variables. The probability that
h(Aio

) is just the io-th smallest/largest element among all
values is1

l
. Therefore, the probability thati = io is 1

l
and the

probability thati 6= io is 1 − 1
l
. As a result,P(fi = hi) =

P(i = io)P(fi = hi|i = io) + P(i 6= io)P(fi = hi|i 6= io) =
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1
l
(( 1

2nk

∑k

j=1

(

n
j

)

N(j)(1
j
− (n−1)j

nj(n−j) ))−
1
2n

)+ 1
2n

+ 1
2nk

∑k

j=1.

Assume the correlation of two identical codes is 1 and that
of two different codes is 0. Based on Lemmas 2 and 3, the
expectation of the correlation betweenf1||...||fr andg1||...||gr

is E(f · g) = 1
r

∑r

i=1 P(fi = gi) = P(fi = gi), and the
expectation of the correlation betweenf1||...||fr andh1||...||hr

is E(f · h) = 1
r

∑r
i=1 P(fi = hi) = P(fi = hi).

Figure 6 shows the expectation of the correlation between
the observed codes and a code sequence selected by the sender
(i.e., E(f · h)), as well as the expectation of the correlations
between the observed codes and a code sequence not selected
by the sender (i.e.,E(f ·g)). We can see thatE(f ·h) approaches
E(f · g) as the lengthl of the message increases. Whenl is
larger than 100,E(f ·h) andE(f ·g) are almost the same. Thus,
it is hard for the jammer to distinguish the code sequences
of the sender by analyzing correlations between the observed
codes and each code sequence inC.

Figure 7 shows bothE(f · h) and E(f · g) when the size
of the spreading code set increases. We can see thatE(f · h)
is very close toE(f · g). Although bothE(f · h) andE(f · g)
decrease asn increases, the distance between them is small.

Simulation: We use simulation to confirm the theoretical
results. In the simulation,P has 30 codes, andC has 10,000
code sequences. All codes inP are Walsh-Hadamard codes.

We let l range from 1 to 100. For eachl, we randomly
pick k code sequences fromC and generate a message. We
spread and permute the message based on the chosen code
sequences. Assumer = l. We compute and record the average
of the correlations between the observed codes and each code
sequence selected by the sender. We repeat this process 1,000
times and estimate thesimulatedE(f · h) as the average of
the 1,000 recorded values.

Figure 8 shows simulated and theoreticalE(f · h) for k =
5. The correlation between the observed codes and the code
sequences selected by the sender decreases asn increases. The
correlation is less than 0.02 whenn = 80 and l ≥ 20.

In addition, we obtainE(f ·h) through simulation when the
size ofP increases, withk = 1 andk = 5. In the simulation,
l = 300 and other parameter settings are the same as those in
the simulation of Figure 8. We letn range from 50 to 100. For
eachn, we perform the same process as we did for eachl in
the simulation of Figure 8, and estimate the simulatedE(f ·h).
Figure 9 shows both simulated and theoreticalE(f · h). For
bothk = 1 andk = 5, we can see that the correlation between
the observed codes and the code sequences selected by the
sender is quite small (E(f · h) ≤ 0.022).

The simulation results are very close to the theoretical
results, as shown in Figures 8 and 9. Both figures demonstrate
that there is very small correlation between the observed codes
and the code sequences selected by the sender. Thus, RD-
DSSS can prevent jammers from learning the chosen code
sequences and launch reactive jamming attacks. In contrast,
UDSSS allows a reactive jammer to derive the code sequence
directly by observing the first code in the sequence.

3) Type III Attacks:In RD-DSSS systems, a receiver needs
to identify index codes of a received message. Without the
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Fig. 9. Simulated and theoreticalE(f · h) for k = 1 andk = 5 (l = 300)

knowledge of the index codes, the receiver cannot correctlyde-
spread the received message. Therefore, a jammer may launch
DoS attacks targeting the index codes.

Specifically, a jammer may randomly choosek index codes,
get synchronized with the sender, and transmit the chosen
index codes to interfere with thek index codes from the sender.
As a result, the receiver will have to deal with2k combinations
of index codes (i.e., using each combination to de-spread the
received message and authenticating the de-spreading output).

However, as discussed earlier, the number of code sequences
chosen by the sender is small, i.e.,k ≤ 5. This means DoS
attacks against index codes can be tolerated. For example,
if k = 3 and q = 13, 500, the receiver only needs to deal
with 23 = 8 combinations of index codes under DoS attacks.
However, with the same parameter setting, a reactive jammer
is forced to compute3×

(

13,500
3

)

> 240 correlations on average
within a very short period of time (i.e., the transmission time
of a single message).

VII. R ELATED WORK

The jamming problem in wireless communication has been
widely studied during the past few decades (e.g., [5], [11],
[12], [14], [15], [21], [22]), and spread spectrum such as DSSS
and FHSS are traditional anti-jamming techniques [15], [20].
However, as discussed earlier, those techniques require that
senders and receivers pre-share secret keys. There have been
a few recent attempts to enable the establishment of pre-shared
secret keys [16]–[18]. Unfortunately, all those works cannot be
used for broadcast communication where there exist malicious
receivers that may also act as jammers. An insider jammer
who knows the shared key can use the key to prevent other
receivers from receiving the messages.

To address this problem, some researchers recently in-
vestigated how to enable jamming-resistant broadcast com-
munication without shared keys [1], [13]. As discussed in
Section I, the decoding process of [1] cannot be extended to
DSSS or FHSS. UDSSS proposed in [13] is the most relevant
to ours. However, the broadcast communication provided by
UDSSS is still vulnerable if an insider jammer with sufficient
computational power launches reactive jamming attacks as
indicated in [13]. Inspired by UDSSS, RD-DSSS tolerates
reactive jamming attacks by using multiple code sequences
and permutation to protect each message.
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Fig. 7. E(f · h) andE(f · g) (k = 5, l = 300)
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Fig. 8. Simulated and theoreticalE(f ·h) for n =
30, n = 50, andn = 80

Besides the literature discussed above, there exist other
related works. For example, a code tree based technique that
enables the system to identify insider jammers was proposed
in [3]. Xu et al. proposed to employ consistency checking for
detecting jamming attacks [25]. The problems such as how
to mitigate jamming on control channels [8], [19] and sensor
networks [9], [24] were also studied by previous researchers.
These approaches are complementary to ours.

VIII. C ONCLUSION

In this paper, we proposed RD-DSSS to enable anti-jam
broadcast communication without shared secret keys. RD-
DSSS encodes each bit of data using the correlation of un-
predictable spreading codes. Thus, a sender and a receiver do
not need to share any common key to communicate with each
other. In addition, RD-DSSS spreads a message using multiple
code sequences and permutes each spread message before
transmitting it. As a result, the chance that a reactive jammer
can correctly guess which code sequences are used by the
sender is greatly reduced. We use both theoretical analysisand
simulation to evaluate the performance and jamming resistance
of the proposed RD-DSSS scheme. The results demonstrate
that RD-DSSS can effectively defend against jamming attacks.
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